Commonality of neural representations of sentences across languages: Predicting brain activation during Portuguese sentence comprehension using an English-based model of brain function
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**A B S T R A C T**

The aim of the study was to test the cross-language generative capability of a model that predicts neural activation patterns evoked by sentence reading, based on a semantic characterization of the sentence. In a previous study on English monolingual speakers (Wang et al., submitted), a computational model performed a mapping from a set of 42 concept-level semantic features (Neurally Plausible Semantic Features, NPSFs) as well as 6 thematic role markers to neural activation patterns (assessed with fMRI), to predict activation levels in a network of brain locations. The model used two types of information gained from the English-based fMRI data to predict the activation for individual sentences in Portuguese. First, it used the mapping weights from NPSFs to voxel activation levels derived from the model for English reading. Second, the brain locations for which the activation levels were predicted were derived from a factor analysis of the brain activation patterns during English reading. These meta-language locations were defined by the clusters of voxels with high loadings on each of the four main dimensions (factors), namely people, places, actions and feelings, underlying the neural representations of the stimulus sentences.

This cross-language model succeeded in predicting the brain activation patterns associated with the reading of 60 individual Portuguese sentences that were entirely new to the model, attaining accuracies reliably above chance level. The prediction accuracy was not affected by whether the Portuguese speaker was monolingual or Portuguese-English bilingual. The model's confusion errors indicated an accurate capture of the events or states described in the sentence at a conceptual level. Overall, the cross-language predictive capability of the model demonstrates the neural commonality between speakers of different languages in the representations of everyday events and states, and provides an initial characterization of the common meta-language neural basis.

**1. Introduction**

**1.1. Exploring the commonality of neural representations of sentences across languages**

One of the new insights emerging about human brain function since the advent of fMRI is that individual concepts have identifiable neural signatures (Mitchell et al., 2008), and furthermore, that there is a high degree of commonality of such signatures across people (Just et al., 2010). Particularly germane to this study are previous investigations of the commonality of neural representations of concepts across different languages. For example, Buchweitz et al. (2012) demonstrated the commonality of the neural representations of 14 concrete objects (7 tools and 7 dwellings) across English and Portuguese. More recently, Correia et al. (2014) demonstrated the commonality of the neural representations of 7 concrete objects (4 animals and 4 inanimate objects) across Dutch and English, while Zinszer et al. (2016) did so for 8 concrete objects across Mandarin Chinese and English. At least at the level of individual common concrete lexical items, the neural representations are to a large degree common across languages.

The goal of the current study was to assess the commonality across two languages of the neural representation of sentences, using a much larger vocabulary, and at the same time increasing the granularity of the scientific account of the phenomenon. The study developed a predictive model that learns the mediated mapping between semantic features of 96 word concepts (content words) and the resulting activation pattern of 60 sentences composed from these words in one language, and predicts the activation pattern of a new sentence.
Two very recent advances in the areas of neural modeling and brain reading provide the foundation for the current work. First, it has been possible to develop predictive models, rather than merely discrimina-
tive models, of the neural representations of concepts (Just et al., 2010; Mitchell et al., 2008). Discriminative models simply provide a mapping between stimulus items and brain activation patterns. Predictive or
generative models, on the other hand, specify the principles or intervening variables that mediate this mapping, making it possible to predict the activation pattern for a new item. Thus the current study starts with a mapping between the semantic properties of word concepts and their neural representations developed from the data of English speakers reading English sentences, and then uses this mapping to predict the neural representation of a new word concept (new to the model) in Portuguese.

The second advance is that brain reading studies have progressed from decoding individual concepts from their fMRI signature to decoding entire sentences and narratives using predictive models (Huth et al., 2016; Wang et al., submitted). The neural representation of a sentence is construed here as the sum of the neural representations of its component content words, plus these words’ thematic roles in the sentence. Taking the word concepts’ thematic role in a given sentence into account characterizes some of the sentence-level meaning above the level of individual words. This construal is still an oversimplification of the nature of sentence meaning, which can additionally contain meaning elements that emerge from the contextual interaction of the...
component words in a given syntactic configuration.

1.2. A generative mapping between word concepts and fMRI activation patterns

The type of generative mapping between word concepts and fMRI activation patterns used here requires a mediating layer of semantic elements that characterize word concepts. The semantic characterization of concepts was a set of 42 Neurally Plausible Semantic Features (NPSFs) that had been previously developed (Wang et al., submitted) to code the meanings of 242 content word concepts in 240 English stimulus sentences, 195 of which described an everyday event (e.g. The woman left the restaurant after the storm) and 45 of which described a state (e.g. The flower was yellow). These 240 sentences constitute a superset of the 60 sentences in the current study.

These NPSFs are hypothesized to encode semantic features that are common across word concepts, and have been shown in previous research to have neural bases that are common across people. For example, previous neuroimaging studies have found the neural bases of NPSFs such as animals (e.g. Martin et al., 1996), concrete objects (Just et al., 2010), social interactions (e.g. Just et al., 2014; Rilling et al., 2004; Schlibach, 2015; Schlibach et al., 2006; Van der Cruysse et al., 2015), shelter (e.g. Huth et al., 2012; Just et al., 2010; Rusted et al., 2009), tools (e.g. Johnson-Frey, 2004; Martin et al., 1996; Tranel et al., 2003), eating/drinking (e.g. Giuliani et al., 2014; Van der Laan et al., 2011), emotions (Kassam et al., 2013), and so on. (See Table S.1 in the Supplemental materials for a complete list of the NPSFs and the coding of some sample concepts).

Furthermore, the activation patterns corresponding to some of these NPSFs are largely similar across speakers of different languages (e.g. Zinszer et al., 2016) and among bilinguals and monolinguals (e.g. Kovelman et al., 2008; Palomar-Garcia et al., 2015). Thus, NPSFs are hypothesized to be implemented at the level of the “language of thought” (Fodor and Pylyshyn, 1988; Marcus et al., 2014). We used these 42 NPSFs, developed to code the semantic properties of English words, testing their ability to generate accurate predictions concerning the neural representations of words in Portuguese. Notably, when the model generates the predicted activation pattern of a given Portuguese word, the model’s training set from the English data excludes any information about the activation of the English translation equivalent of that Portuguese word. The prediction instead is based on the NPSFs of the Portuguese word, and how the NPSFs were related to activation patterns as they occurred in other words.

This modeling approach requires a specification of the brain areas where the mapping between NPSFs and activation patterns is implemented. These locations were derived from a factor analysis of the fMRI data of three English monolingual speakers in the previous study of 240 English sentences whose neural representations were particularly identifiable and similar to each other. More specifically, hierarchical factor analyses were applied to the datasets from these three English monolingual speakers to reduce the dimensionality of their data, uncovering the shared underlying semantic dimensions at a coarser level than NPSFs, and localizing each of these dimensions to a set of brain locations (implemented as voxel clusters, with locations shown in Table S.2 in the Supplemental materials). The factor analyses yielded four such dimensions and their associated brain locations, as illustrated in Fig. 1A and B. Specifically, the main underlying dimensions can be characterized as: (1) people; (2) places; (3) actions; and (4) feelings. These four labels each refer to a broad set of concepts, such as people referring to social interactions, human knowledge, communication, etc., some of which are indicated in the word clouds in Fig. 1B. A set of 2–15 brain locations was associated with each of the four underlying dimensions (clusters larger than 10 voxels associated with each factor are shown in Fig. 1A).

The correlation between NPSFs and these four basic dimensions can be assessed by relating the profile of a given factor’s scores over individual stimulus words to the NPSF coding profile over these words. For example, the NPSF communication was associated with the factor people, as they both showed high scores for concepts such as negotiate and speak. Another example comes from the factor of places: the words restaurant, hospital and car all had high scores on this factor, and these words were coded with the NPSF shelter. Therefore, the NPSF shelter is correlated with the neural dimension of place, as indicated in Fig. 1C. Specifically, the 8 brain locations shown in yellow in Fig. 1A correspond to the people dimension in Fig. 1B, which is correlated with NPSFs like communication in 1C, and the 8 brain locations shown in red correspond to the place dimension in Fig. 1B, which is correlated with NPSFs like shelter in 1C. In sum, the factor analysis indicates the basic underlying dimensions, and the locations of voxel clusters with high loadings on these factors, and these locations are then used for mapping between NPSFs and activation levels in Portuguese.

1.3. A meta-language sentence prediction model

If the mapping between semantics and brain activation indeed has commonality across languages, then a predictive model should be able to learn a mapping between the semantic characterization and activation patterns in one language (English, in this case), and predict the activation patterns in another language, namely Portuguese.

To test this hypothesis, 60 arbitrarily selected sentences from the set of the 240 English sentences were translated into Brazilian Portuguese by two native speakers, to be used as stimuli for Portuguese speakers.

The mapping between NPSFs and activation in a given voxel location, expressed as model weights, were learned from the data of seven English monolingual speakers. The model weights computationally defined the mapping from NPSFs (and the thematic roles) of the content words in the sentences to the fMRI-measured neural activation in the factor-related locations (Wang et al., submitted). In the current study, these weights were used to predict the neural activation patterns of new words in new sentences as read by Portuguese speakers. Then, the predicted activation patterns of each of the individual content words of the sentence were added to produce predicted activation patterns of the entire sentence. This procedure has generated highly accurate predictions in the previous sentence decoding experiment on seven English monolingual speakers (mean rank sentence prediction accuracy=0.82, critical level at p < 0.05=0.54, obtained with random permutation testing).

The stimulus sentences in this study described everyday, concrete events and objects (as shown in Table S.3) making them unsuitable for addressing issues of cultural or environmental influences on neural representations of concepts and sentences. Cultural effects on neural activation patterns have been reported in several domains that intuitively seem sensitive to culture, such as self-representation (Zhu et al., 2007). Any conclusions regarding cross-language commonality based on the materials of the current study will be limited to sentences that describe relatively culture-free events and objects.

1.4. Hypotheses

Using the same brain locations, NPSFs, and trained model weights developed in the previous English sentence study (Wang et al., submitted), the following hypotheses were tested.

The main hypothesis is that the mapping between the sentence characterizing NPSFs/thematic roles and activation patterns in specific brain locations in English is above the level of an individual language and should predict the activation patterns associated with the reading of individual Portuguese sentences. This hypothesis also entails that there is a commonality across people, given that there is no overlap between the participants in the study of English reading and Portuguese reading.

Second, the cross-language prediction accuracy should be similar in
bilingual and monolingual participants, because the model is constructed at a conceptual level common between languages. Even though the model is based on data from English speakers, knowledge of English should not be relevant to prediction accuracy.

Additionally, the model should capture the mapping between activation and the gist of the sentence, rather than any superficial properties of the sentences. Thus the model's highly-ranked but incorrect sentence guesses should resemble the correct sentence in terms of the events or states they describe.

2. Material and methods

2.1. Participants

Fifteen native Brazilian Portuguese speakers participated and gave signed informed consent approved by the Carnegie Mellon University Institutional Review Board (IRB protocol HS14-474). Eight were Portuguese-English late bilinguals with high proficiency in L2 (English), all right-handed (5 females, 3 males), mean age 27.5 years (SD=2.3). Seven were Portuguese monolinguals, all right-handed (4 females, 3 males), mean age 28.7 years (SD=5.3).

The Portuguese-English bilingual participants were enrolled in or graduated from US universities as graduate or undergraduate students at the time of data collection. All the bilingual participants had been living in the U.S. for a mean of 2.02 years (SD=2.35), and all reported spending most of the day using English (6–12 h). The mean age of these bilinguals starting to learn English was 12.9 years (SD=4.7), and all had formal instruction in a school setting. To assess their reading proficiency, we adapted the reading section of a TOEFL test available online, and the Portuguese-English bilingual participants displayed high proficiency with a mean of 8.53 out of 10 (SD=1.16). (Note that the TOEFL reading comprehension test uses more complex sentences than our sentence stimuli.) A portion of the adapted TOEFL test administered to the Portuguese-English bilingual participants is shown in the Supplemental materials.

2.2. Experimental paradigm

Participants read 60 sentences in Portuguese while fMRI data were acquired. These Portuguese sentences were translation-equivalents of a subset of 240 English sentences (developed by Glasgow et al., 2016) used in a previous investigation (Wang et al., submitted). The fidelity of the translations was confirmed by back-translation and consultation among 4 advanced Portuguese/English Language scholars. The sentences obeyed subject-verb order, were in the active voice, and had a mean length of 3.2 content words. The sentences are shown in Supplemental materials (Table S.3). Of these 60 sentences, 49 described events (e.g. O diplomata negociou na embaixada /The diplomat negotiated at the embassy) and 11 described states (e.g. A revista era amarela /The magazine was yellow).

The sentences were presented one phrase at a time (e.g. A família/estava/feliz –The family was happy) in a moving left-to-right window, as shown in Fig. 2. The duration of each phrase presentation was determined by an estimation formula: 300 ms×number of content words+16 ms×number of characters, where the number of characters includes all words except the). Phrases that contained adjectives that were followed by a noun remained on the screen until the noun disappeared. This display protocol (as opposed to presenting one word at a time or one sentence at a time) was adopted to approximate the type of encoding that is indicated by eye fixation studies of text reading (Just and Carpenter, 1980; Schuster et al., 2016). For example, during natural reading, it is rare for a reader to make separate eye fixations on the article the, so it was presented at the same time as the rest of its noun phrase. Furthermore, the presentation time for each phrase was also consistent with such studies that measured gaze durations on individual words in a text. In addition, because the hemodynamic BOLD response in fMRI convolves the responses to temporally adjacent events, it is difficult to separate the responses to the article the and the noun it modifies. Thus, there is little loss of information in the fMRI signal if a simple phrase is presented in its entirety.

At the end of the sentence, a blank interval padded out the total presentation duration to 5 s. Participants were instructed to pay attention to the meaning of each phrase as it appeared by thinking about the properties of the concepts the phrase referred to. As each phrase of the sentence appeared, they were to integrate their conception of the phrase into their conception of the emerging sentence. During the blank interval, participants were instructed to continue thinking about the sentence, integrating the meaning of all the words. After the blank interval, a centered fixation cross appeared for 7 s during which participants were instructed to fixate and clear their minds.

The entire scanning session lasted one hour. Each of the 60 sentences was presented four times in four separate blocks in a randomized order. There were sixteen additional fixation or rest periods, 17 s each, distributed across the session, to provide a baseline measure of activation.

To assess the participants’ attention to the task, they were given a sentence recognition test after the scan, consisting of 30 sentences that had been presented in the task (old) and 30 that were new. The resulting mean recognition accuracy was 95.4%.

2.3. fMRI acquisition and analysis

Functional images were acquired on a Siemens Verio 3.0T scanner at the Scientific Imaging & Brain Research Center (SIBR) of Carnegie Mellon University (gradient echo EPI pulse sequence; TR=1000 ms, TE=30 ms, and a 60° flip angle). Twenty 5-mm thick AC-PC aligned slices were imaged (1-mm gap between slices). The acquisition matrix
was 64×64 with 3.125×3.125×5-mm voxels.

The data were realigned and normalized to the Montreal Neurological Institute (MNI) template using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/). For each presentation of a sentence, the percent signal change (PSC) was computed at each voxel, relative to the mean baseline activation level measured during fixation intervals.

Each sentence MPSC (mean PSC) image was measured as the mean of five PSC images, collected from 7 s to 11 s after sentence onset (one image per TR, each TR=1 s). This temporal window was determined by a preliminary investigation, which found that the most decodable neural signatures of all the content words in a simple sentence presented at normal reading speed occurred after the entire sentence had been read (Wang et al., submitted). The MPSC image was then normalized to mean 0 and variance of 1 across sentences within each block of scans (presentations), to equate the overall intensities in each block. This procedure yielded a normalized MPSC image for each presentation of each sentence.

2.4. Neurally Plausible Semantic Features (NPSF) and thematic roles as word-level semantic features

The words of the sentences were characterized in terms of Neurally Plausible Semantic Features (NPSFs) and their thematic role in the sentence. These characterizations were identical for the English and Portuguese versions of the sentences. There were 42 binary NPSFs, such as communication, shelter, impact, and emotion as illustrated in Fig. 1C and described more completely in Table S.1 in Supplemental materials. The coding was performed by a group of raters guided by linguistic/semantic principles.

Six thematic role features for these simple sentence constructions were also coded and used in the model training: agent, main verb, predicate of copular sentence, patient, adjunct (most of which were propositional phrases), and modifier. These 6 thematic role features were conflated with the 42 NPSFs to represent each word in a 48-long vector array. Words that had different thematic roles in different sentences were coded the same in the first 42 elements of this array (the NPSFs) but differently in the last 6 elements (thematic roles).

2.5. Specification of brain locations

The brain locations used in the modeling were derived from a hierarchical factor analyses (FA) of the fMRI sentence activation data from three participants in the English monolingual study whose activation patterns were most accurately predicted (Wang et al., submitted). The input to the first-level (i.e. individual participant level) of the hierarchical FA were the 600 voxels that were the most stable over all 240 sentences across four presentations in the data of each of these three participants. The first level FA produced seven factors for each participant. These first-level factors were then submitted to the second between-participant level FA, resulting in four semantic factors (plus a fifth perceptual factor pertaining to phrase length) common to the three participants, explaining 37% of the variation. The locations associated with the four semantic factors were obtained by clustering the voxels with the highest factor loadings into 38 brain locations. The clusters larger than 10 voxels are shown in Fig. 1. (All brain locations and their MNI coordinates are listed in the Table S.2. in Supplemental materials).

2.6. Sentence prediction model

The cross-language sentence model predicted the activation levels of the most stable voxels within the meta-language brain locations, shown in Fig. 1 and listed in Table S.2. Stable voxels were defined as voxels having consistent activation responses over the four presentations of the training sentences. The voxels with the highest stability within each brain location were selected. The numbers of voxels selected from each brain location were based on the brain location size: 5 for locations smaller than 50 voxels, 10 from locations of 50–150 voxels, and 20 from locations of 150–300 voxels.

In each cross-validation fold, the MPSC image (averaged over 5 PSC images from 7 s to 11 s post sentence onset) of one Portuguese sentence (averaged over four presentations) from one individual Portuguese speaker served as the test data. To obtain the weights from the English fMRI dataset, the model was trained on the MPSC images from four repetitions of a sentence (each averaged over 5 PSC images from 7 s to 11 s post sentence onset) of seven English monolingual speakers reading 240 sentences containing 242 words (Hastie et al., 2005), but excluding any sentence that contained any English translation equivalents of the component words of the test Portuguese sentence. These weights mapped between the 48 features (42 NPSFs +6 thematic roles) and the activation levels of the most stable voxels in the factor-related brain locations. Then these weights were applied the set of features (NPSFs+thematic roles) for each of the words of the Portuguese test sentence (that were new to the model), to predict their activation patterns. The predicted word images were then added together to compose the predicted sentence activation image for the Portuguese test sentence. The predicted activation patterns for the other 59 Portuguese sentences were similarly generated. To assess the accuracy of the sentence activation predictions, the similarity (cosine distance) between the actual left-out sentence image and all sixty predicted images was computed, and these predictions were rank ordered by their similarity to the actual left-out test sentence image. The rank accuracy of the prediction was computed as the normalized rank of its similarity to the actual target sentence in the list of 60 guesses.

3. Results

When the model weights and brain locations obtained from English monolingual participants’ data were applied to the data of the 15 Portuguese participants, the mean rank accuracy of predicting the activation pattern of each of the 60 Portuguese sentences was .67 (SD=.07), and reliably above chance (p < 0.001, p value estimated by a 5000-iteration random permutation). Furthermore, the rank accuracies were significantly above chance for all but one of the participants (rank accuracies≥.56, p < 0.05). The mean prediction accuracies for sentences describing events and states were very similar (.68 and .67 respectively), and no significant difference was found between these two types of sentences. Thus the mapping developed in English is predictive of the activation evoked during the reading of Portuguese sentences, indicating both cross-language and cross – participant commonality of neural representations.

The detail of the model’s functioning can be illustrated with an example, the sentence O eleitor foi ao protesto (The voter went to the protest). The actual observed image (the MPSC image averaged over participants) for this sentence is shown in the top row of Fig. 3, and the predicted image for the same sentence (using English-based weights) is shown in the bottom row. The three content words of this sentence (voter, went, protest) were coded with NPSFs such as “Governance”, “Person”, “Change of Location”, “Social Interaction”, “High affective Arousal”, etc. These NPSFs are associated with high activation levels in areas such as left superior and middle frontal gyri, left middle temporal area, precuneus, and right temporoparietal junction. The observed and predicted images show this generally similar pattern, indicating that the generative model indeed captured the mapping between the semantics of the sentence and a specific neural activation pattern.

3.1. Confusion errors of the model reflect its semantic integrity

An additional way of assessing the degree to which the model was capturing the sentences’ gist was to examine the types of events described by the model’s highly ranked but incorrect sentences. We
focused on those items for which the predictive model’s highest ranked sentence was the correct one, which represent cases of modeling success. The goal was to informally assess how similar the next few highest ranking sentences were to the correct sentence.

Some examples of such top ranked sentences are shown in Table 1. In these cases the mapping also assigned high ranks to other sentences that described similar events or situations. These runners-up came from the same semantic cohort as the target. That is, the runner-up sentences are similar in terms of the type of events they describe. This systematic semantic similarity of the runners-up indicates that the generative model captures the gist of the target stimulus sentence. This observation in turn suggests that events of a similar type have similar neural representations.

3.2. Thematic roles code sentence-level meaning

The predicted activation pattern of a sentence was generated by adding together the predicted activations of its component words, as well as taking those words’ thematic roles into account (i.e. the same word with different thematic roles was modeled as different entities). The thematic roles encode a level of sentence meaning above individual words. Whether this level of sentence meaning contributed to the prediction accuracy was assessed by comparing models with and without thematic roles. The model that included thematic roles resulted in reliably higher accuracy (.67 vs 0.62) than the model without thematic roles \( t(13)=3.14, (p < 0.01) \), indicating that inclusion of thematic roles captures a significant portion of the activation variance associated with sentence-level meaning representations. This approach is still an oversimplification of the nature of sentence meaning. There are likely to be additional sentence-level elements of meaning that emerge from the sentence as a whole, which are beyond the scope of the current model. Nevertheless, even without such postulated higher levels of meaning, the current model captures a significant amount of the systematicity in the fMRI data for the 60 sentences under investigation.

4. Additional models and analyses

4.1. Bilingual versus monolingual participants

To determine whether knowledge of a second language (English) impacted the prediction accuracy of the cross-language model, this accuracy was computed separately for the bilingual and monolingual participants. The mean rank accuracy for the two groups was very similar: for bilingual participants, it was .66 (SD=.07) and for monolingual participants, it was .67 (SD=.05) \( t(13)=0.34, n.s \). This result indicates that knowledge of English was neither essential nor helpful for producing accurate predictions. Thus the ability to predict sentence activation patterns in bilingual participants was apparently not due to them internally translating the sentences into English and thus conforming to the English-based weights and locations.

4.2. Activation prediction for Portuguese test sentences using data from both English and Portuguese sentences

The main model was trained only on data from English sentences. It is interesting to consider whether a model would make reliably more
accurate predictions if it were additionally trained on data from Portuguese sentences (excluding sentences that contain any component word of the test sentence). To assess this conjecture, an additional model was trained on activation data from both languages. This additional two-language model was trained on the averaged fMRI images of seven English monolingual speakers and on the images of the Portuguese speaker whose activation was being predicted (excluding the test sentence and any other sentence containing any words from the test sentence in both languages). The mean rank accuracy across 15 participants was .72, reliably higher (t (14) = 3.28, p < 0.01) than the .67 accuracy of the main model. (Note that the two-language model was given less information about the English activation (images for ~58–59 English sentences) than the main model (weights obtained from ~236 English sentences), with the same brain locations used in both cases, and the two-language model nevertheless provided higher accuracy). This analysis indicates that a predictive model is more accurate when trained on the data from not just another language but also on data from the target language. Nevertheless, the main conclusion of this paper is that it is possible to train a model exclusively on data from one language and make accurate activation predictions for another language.

4.3. Activation prediction for Portuguese sentences using data only from Portuguese sentences to derive model weights while still using the brain locations derived from the English data

When the model weights were obtained by training on the data of 14 of the participants on sentences that did not contain any component word from the one held-out test sentence, the mean rank accuracy for predicting the left-out test sentence in the left-out 15th participant, was .67 (SD = .05, p < 0.001). All the participants' accuracies reached significance (rank accuracy ≥ .56, p < 0.05). This mean accuracy is the same as that of the main model that was based exclusively on English data (but the main model was based on a larger amount of training data). Thus training a model on the same language as the target language does not substantially increase the prediction accuracy compared to a cross-language model with more training data.

4.4. Activation prediction using random sets of brain locations

All of the models and analyses above made their predictions for the brain locations derived from the factor analyses of the activation data evoked by English sentences. A model using random locations was developed to assess the contribution of using the factor-based brain locations. The random locations model used 1000 sets of 38 random brain volumes of the same sizes as the original set of brain locations. This model used no data whatsoever from the English study, but instead used data only from Portuguese sentences to derive model weights. The model was trained and tested on the averaged MPSC images averaged over the Portuguese participants.

In each of the 1000 permutation steps per sentence, the locations (centroid coordinates) of each of the 38 volumes were randomly selected (while retaining each volume’s shape, and keeping them all within the boundary of the brain, and disallowing overlaps between volumes). In each permutation, the most stable voxels were selected within these new volumes, and the numbers of voxels per volume were determined as in the main model. This procedure was applied to predict the activation of each of the 60 Portuguese sentences (based on training data from the other 59 sentences).

The resulting mean prediction accuracy of the random locations model was .53, reliably lower than the accuracy of .67 obtained by the main model and using the original set of meta-language brain locations (p < .001). The random locations model’s accuracy was also reliably lower than the accuracy of .67 obtained by the model above that used data only from Portuguese sentences to derive model weights while still using the brain locations derived from the English data. These results indicate that the brain locations obtained from the English monolingual speakers indeed encoded critical semantic information that is common across languages.

4.5. Prediction accuracy for different parts of speech

The word prediction accuracies for three parts of speech (noun, verb, adjective) were computed separately, producing means of .76, .73, and .76, respectively, with no reliable differences among them (F (2,108) = 0.26, n.s.).

5. Discussion

5.1. Configurations of concept representations in sentences across languages

The findings clearly showed that it is possible to predict the fMRI activation patterns evoked by the reading of a sentence using a model developed entirely in another language. Furthermore, the model’s confusion errors indicated that the prediction accuracy stemmed from capturing the gist of the event or the state that the sentence described, rather than any superficial properties.

Several assumptions were made in the cross-language sentence prediction model: that NPSFs provide a basis for estimating the activation patterns evoked by word-level semantic processing, and that sentence activation is composed of both the word-level activation patterns of the sentence’s component words as well as activation patterns corresponding to these words’ thematic roles.

Specifically, the NPSFs were construed as a set of implicit hypotheses concerning some key modulators of neural activation patterns. By using NPSFs as independent variables in the predictive model, we hypothesized them to be critical elements in the neural processing of word-based meaning representation. The key advantage of directly implementing NPSFs in the prediction model lies in the direct translation from basic neurolinguistic research to model development. By contrast, semantic vector representations of concepts (e.g. Latent Semantic Analysis, (Dumais, 2004)) have limited linguistic interpretability, although the use of such representations has been shown to be predictive of neural activation (e.g., Mitchell et al., 2008; Murphy et al., 2012; Schloss and Li, 2016).

NPSFs enable an intuitive assessment of the mapping from words of a given semantic class to activation patterns in a particular spatial distribution. Collectively, the results indicate that the mapping between NPSFs and neural activation patterns constitute a conceptually-based model, superseding the language differences at the lexical and syntactical levels.

To the best of our knowledge, all the cross-language neural decoding and prediction studies to date (Buchweitz et al., 2012; Correia et al., 2014; Zinszer et al., 2012), including the current study, used stimuli that only covered a small semantic space, which is selected to be simple, concrete and culturally similar. Whether the predictive ability of this concept-based model can generalize to the other uncovered domains of the vast human conceptual space requires further research and model development.

5.2. The meta-language brain locations

Using the 38 brain locations derived from the fMRI factor analyses of English monolingual speakers, the model succeeded in predicting the activation patterns evoked by Portuguese sentences, using the weights from either English speakers or other Portuguese speakers. These locations collectively constitute a meta-language conceptual brain network. Part of the universality of neural meaning representation can be attributed to the commonality of the neural infrastructure. Our findings lead to the testable prediction that the model may be extensible to concept prediction in other languages using similar brain
locations in the meta-language conceptual brain network with the ability to predict the activation of new sentences composed of new words of the same general type.

The knowledge of this common neural network can (1) advance the theories of the “language of thought”, and (2) open new doors for cross-language and cross-modality decoding technologies for complex conceptual constructs.

These 38 brain locations belong to a number of networks that are relevant to semantic and conceptual processing. Some of them are related to basic neural dimensions, such as those related to the people dimension, including bilateral precuneus, bilateral middle temporal gyrus, and bilateral superior frontal areas, and those related to the place dimension, involving bilateral parahippocampal areas, bilateral precuneus, and bilateral middle occipital areas. There are also areas involved in sentence context processing, including semantic integration (angular gyrus, middle temporal gyrus) (Moseley and Pulvermüller, 2014; Price et al., 2016), theory of mind (precuneus, posterior cingulate cortex, bilateral prefrontal cortex) (Rilling et al., 2004), and concept binding (left middle and superior temporal area) (Frankland and Greene, 2015).

This study supports the hypothesis that the NPSFs or semantic concepts central to human experience are encoded in common neural areas across languages. The prediction model can bypass a language difference by characterizing neural activation patterns within these areas, and relating them to the corresponding elementary meaning units (NPSFs) at the “language of thought” level.

5.3. Commonalities between bilinguals and monolinguals in semantic representation

A few previous studies have demonstrated that bilinguals and monolinguals recruit similar neural areas for language processing (Kovelman et al., 2008; Proverbio et al., 2002). Although differences in neural activation levels between monolinguals and bilinguals have been demonstrated (Jones et al., 2011; Kovelman et al., 2008) due to factors such as exposure, age, and proficiency (Bloch et al., 2009), a common shared neural network has nonetheless repeatedly emerged (Buchweitz and Prat, 2013; Buchweitz et al., 2012; Correia et al., 2014; Kovelman et al., 2008).

This study further shows that similar neural activation patterns are evoked by the processing of English and Portuguese translation-equivalent sentences in both bilinguals and monolinguals. In other words, the neural codes for representing concepts in simple literal sentences are similar regardless of whether a person knows one language or two. This finding is consistent with a number of studies that compared activation patterns between monolinguals and bilinguals and found many commonalities and few differences between the two groups (Isel et al., 2010; Palomar-García et al., 2015; Parker Jones et al., 2012). At the same time, the findings do not imply that the neural processing of concepts in the bilingual brain is identical to the processing in the monolingual brain. For instance, previous studies have shown that several language-related areas show higher activation levels in bilinguals than monolinguals (Costa and Sebastián-Gallés, 2014; Parker Jones, et al., 2012), possibly due to the increased neural processing demands in the bilingual brain due to the need to control two languages (Costa and Sebastián-Gallés, 2014). Our study did not compare activation levels per se across languages, but instead compared patterns of activation levels across a set of voxels associated with individual concepts and sentences.

Although the bilingual participants in this study were all late bilinguals, we expect our sentence prediction algorithms to be comparably accurate for early bilinguals, since it is reasonable to assume that the concept representation pattern in L1 of early bilinguals is similar to late bilinguals and monolinguals.

5.4. Prediction direction

The modeling above mapped from semantics to neural activation, but the inverse mapping, from neural activation to NPSFs, is also possible. In a previous investigation of English monolingual speakers, both directions yielded similar accuracies in the mapping between the activation patterns and the NPSFs of sentences (Wang et al., submitted). Neural activation prediction models, such as the one used in the current study, have several scientific advantages, at least in the initial stage of model development (Naselaris et al., 2011). The most salient advantage is that it can yield a functional characterization of specific brain regions that can be compared to regional characterizations in other studies.

Semantics-prediction models, on the other hand, have application advantages. They can serve as an interface for brain-reading and neuroprosthetic technologies (Aflalo et al., 2015; Collinger et al., 2013). They can also be used to assess knowledge of concepts in an educational setting (Mason and Just, 2016).

5.5. The possibility of neural-based machine translation

Most automated translation applications, including Google translate (Google Translate, 2016), use statistical machine translation (SMT) algorithms (Koehn, 2009). SMT relies on parallel bilingual corpora (i.e. sentence-to-sentence aligned texts between a pair of languages) as inputs. Since it is costly to obtain large parallel bilingual corpora for each pair of languages, the performance of SMT of many language pairs (e.g. Arabic and Filippino) are often hindered.

The findings of neural commonality in concept representation between speakers of different languages in this study may provide a neurally-based mediation for machine translation. Essentially, it can mediate translations between a pair of languages in terms of the commonality of the neural representation of concepts. With the advancement of mapping neural activation patterns evoked by various languages, as well as further development of NPSFs, neurally-based mediation might serve as a future alternative way of obtaining parallel corpora, or even be developed into a neurally-based machine translation technology.

5.6. Future directions

The findings of this study suggest that several lines of future work should be useful for developing a broader neurosemantic theory of cross language commonality and empirically applying it at a sentence or discourse level.

First, syntactic features as well as thematic role features need to be implemented in a way that aligns well with their respective neural encoding mechanisms. Second, such a model needs to be tested in other less similar languages, outside the Indo-European language family. Third, cross-modality (spoken versus written) prediction across languages needs to investigated.

6. Conclusions

The current study demonstrates the commonality of the neural representation of sentences across two languages. The model successfully predicted Portuguese sentences using brain locations and weights applied to Neuurally Plausible Semantic Features from a mapping developed in English. The mapping between the neural activation patterns and Neuurally Plausible Semantic Features can be obtained from any group of participants (Portuguese monolingual, English monolingual, or Portuguese-English bilingual) in either language (English or Portuguese) and yield successful prediction of the activation evoked by a new sentence composed of new words. The model also captured the gist of the described event or state rather than depending on any particular word class or any other idiosyncrasies. In sum, the
model demonstrated meta-language prediction capabilities across languages, people, and bilingual status. Future studies will have to determine the extensibility of this approach to other pairs of less similar languages and to other communication media, such as events depicted in videos.
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