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Abstract and Keywords

Over the past 30 years, the CAPS family of architectures has illuminated the constraints 
that shape human information processing. These architectures have supported models of 
complex forms of cognition ranging from problem solving to language comprehension to 
spatial reasoning to human–computer interaction to dual-tasking. They have offered pio
neering explanations of individual differences in the normal range and group differences 
in clinical populations such as people with autism. They have bridged the divide between 
the mind and brain, providing unified accounts of the behavioral data of cognitive science 
and the brain imaging data of cognitive neuroscience. This chapter traces the develop
ment of the CAPS family of architectures, identifying the key historical antecedents, high
lighting the computational and empirical forces that drove each new version, and describ
ing the operating principles of the current architecture and the dynamic patterns of infor
mation processing displayed by its models. It also delineates directions for future re
search.

Keywords: Cognitive architecture, working memory, resource constraints, cognitive neuroarchitecture, cortical 
center, graded specialization, dynamic spillover, contralateral takeover, underadditivity, underconnectivity

Introduction
The Collaborative Activation-Based Production System (CAPS) family of cognitive archi
tectures has developed continuously over the past 30 years.1 That it has done so during a 
period that has seen incredible changes in cognitive science, from the rise of cognitive 
neuroscience to the addressing of applied problems in human–computer interaction, is a 
testament to the power of its core assumptions. In addition to providing a unified theory 
of cognition, as any cognitive architecture does, the CAPS family has made four impor
tant contributions to cognitive science. First, these architectures have demonstrated the 
utility of constraints on information processing in explaining the shaping of human cogni
tion. Second, they have explained individual differences in human cognition, offering 
mechanisms whose parametric variation explains differences between individuals and 
among groups. Third, they have bridged the historically and philosophically important 
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barrier between mind and brain, offering unified accounts of the behavioral data of cogni
tive science and the brain imaging data of cognitive neuroscience. Fourth, they have sup
ported models of the most important but least tractable forms of cognition, including lan
guage understanding, problem solving, and spatial reasoning.

This chapter has four goals. The first is to sketch the evolution of the CAPS family over 
the past 30 years, focusing on the scientific imperatives that drove each new version and 
the associated models. The second goal is to describe the current version, 4CAPS, which 
was the first cognitive architecture capable of explaining behavioral and brain imaging 
data collected from both normal adults and neurological patients, including those with 
brain (p. 50) lesions and those with autism. The third goal is to describe how the operat
ing principles of 4CAPS work together to provide insightful accounts of the empirical da
ta. The fourth goal is to discuss limitations of 4CAPS and how they motivate some of the 
questions being addressed in ongoing research.

History
The CAPS family of architectures proposes that cognitive information processing is funda
mentally shaped by constraints. This section unpacks this proposal. It first sketches the 
historical development of the architecture concept within cognitive science and the an
tecedent and contemporary systems that embody constraint satisfaction. It then de
scribes how the notion of constraints has been developed in the CAPS family, from infor
mational constraints in CAPS to resource constraints in 3CAPS. This sets the stage for the 
description of the cortical constraints of 4CAPS.

Cognitive Architecture

A central tenet of cognitive science is that cognition is a form of information processing, 
and therefore its theories typically take the form of computational models. Although com
putational models can be expressed in conventional programming languages, most are 
expressed in computational formalisms that are informed by what is known about the rep
resentations, processes, and control structure of the mind. Perhaps the earliest such ex
ample is the Information Processing Language, dating to the late 1950s (Newell, Shaw, & 
Simon, 1958; Newell & Tonge, 1960). This language differed from its contemporaries 
(e.g., Fortran) in including computational mechanisms that supported faculties of the 
mind such as associative retrieval from memory and dynamic expansion of problem 
spaces (Simon, 1998).

In the early 1970s, Newell collaborated with Gordon Bell, lead designer of several itera
tions of the seminal PDP and VAX minicomputers, on what would become a leading text
book of computer engineering (Bell & Newell, 1971). The book argued for the explicit def
inition of computer architectures, or sets of instructions that define the interface between 
physical hardware and virtual programs. Newell (1973a) imported this notion into cogni
tive science, arguing for the definition of cognitive architectures, or sets of computational 
mechanisms defining the interface between the biological substrate of the brain and the 
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mental representations and processes of the mind. He offered production systems as a 
candidate architecture (Newell, 1973b).

Newell’s research group pursued architectures during the 1970s within an artificial intel
ligence (AI) context. The result was the OPS family of production system architectures, 
which emphasized computational efficiency over psychological plausibility. However, the 
notion of architecture took root within cognitive science more generally, and the late 
1970s and the 1980s saw the development of multiple candidate systems (Anderson, 
1976; 1983; Holland, Holyoak, Nisbett, & Thagard, 1986; Rumelhart & McClelland, 1986). 
It was in this milieu that the CAPS family of architectures was born.

Constraint Satisfaction

Architectures make claims about the style of cognitive information processing (Varma, 
2011). The CAPS family of architectures construes cognition as constraint satisfaction. 
From this perspective, a task is performed not by executing a sequence of operations to 
compute a solution, but rather by applying a set of constraints to the space of feasible so
lutions to identify a satisfactory solution.

The first cognitive science system to cast cognition as constraint satisfaction was the Pan
demonium model of visual perception (Selfridge, 1959). This model was organized hierar
chically. At the lowest level, a number of “demon” recognized basic features of an image, 
each “shouting” when its particular feature was present. These shouts were “heard” by 
demons in the next level, which recognized pairs of features and shouted when these 
were present. As shouts propagated upward through the hierarchy, higher order patterns 
were recognized, with one emerging at the highest level as the best interpretation of the 
scene.

Pandemonium proved hugely influential. Newell remarked that its decentralized model of 
information processing “turned my life” (McCorduck, 1979, p. 134). Constraint satisfac
tion is at the heart of Quillian’s (1968) semantic network model of semantic memory, in 
which activation spreads from nodes corresponding to retrieval cues and converges on 
the most central related node, corresponding to the memory to be retrieved. Waltz (1975) 
applied this technique to the problem of understanding Blocks World scenes, showing 
that, in many cases, local constraint satisfaction is sufficient for unambiguous recogni
tion.

The next milestone in the development of the constraint satisfaction processing style was 
(p. 51) the HEARSAY system for speech understanding (Erman, Hayes-Roth, Lesser, & 

Reddy, 1980). The acoustic signal is noisy and underspecified. Speech understanding 
therefore requires applying constraints from all levels of language—phonetic, lexical, syn
tactic, referential, and so on—to tame the problem of ambiguity and the combinatorial ex
plosion it causes. Language is more complex and structured than visual recognition and 
semantic memory, and the network architectures of Selfridge, Quillian, and Waltz are in
sufficient. HEARSAY therefore proposed a modular architecture in which different 
“knowledge sources” (essentially productions) shared hypotheses on a 
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“blackboard” (essentially working memory). Hypotheses interacted with and constrained 
each other, allowing one interpretation of the utterance to emerge as most likely.

The sense of constraint satisfaction embodied in HEARSAY inspired the next generation 
of architectures, including classifier systems (Holland et al., 1986), the Rumelhart and 
McClelland (1982; McClelland & Rumelhart, 1981) word recognition model, the construc
tion-integration model of language understanding (Kintsch, 1988), and, farther afield, the 
connection machine of Waltz and Pollack (1985) and the analogy programs of Hofstadter’s 
(1995) group. The first CAPS architecture also belonged to this class.

CAPS (1981–1992)

The CAPS architecture was developed by Just, Carpenter, and Thibadeau to express the 
READER model of language understanding (Just & Carpenter, 1987; Thibadeau, Just, & 
Carpenter, 1982). Like HEARSAY, READER computed multiple levels of language, from 
orthographic processing of word forms to referential understanding of discourse, and em
ployed informational constraints to tame ambiguity. CAPS was developed to express this 
processing style. It employs a hybrid mixture of symbolic and activation-based mecha
nisms.

Symbolically, CAPS is a production system interpreter, derived from OPS4 (Forgy, 1979). 
In production system interpreters, cognitive representations are encoded as working 
memory elements (wmes), cognitive processes are encoded as production rules, and the 
control structure is typically serial. In more detail, a wme is a declarative representation, 
like a logical proposition or connectionist feature vector. It has a type and a set of attrib
utes, each of which can take a symbolic or numerical value. Productions are condition–ac
tion pairs. The condition aspect specifies a pattern of wmes. This pattern includes unary 
tests on the attribute values of individual wmes and n-ary tests across the attribute values 
of multiple wmes; these n-ary tests are implemented via variable bindings. The action as
pect specifies actions to be performed on working memory, typically adding a new wme or 
removing an existing wme. The unit of time is the recognize–act cycle. During the recog
nize phase, the condition sides of all productions are matched against all wmes, generat
ing a set of instantiated productions. There are typically multiple instantiations. The con
trol structure is the scheme by which a subset of instantiations are selected and fired 
(i.e., their action sides executed), changing the contents of working memory for the next 
cycle.

CAPS also incorporates activation-based mechanisms similar to those utilized by the se
mantic networks of the 1970s and the localist connectionist networks that were emerging 
in the early 1980s. Each wme possesses an activation level indicating its relevance for fu
ture processing. The condition aspects of productions contain thresholds, and for a wme 
to match, it must both pass the unary and n-ary symbolic tests and possess an activation 
greater than threshold. With respect to the action aspects, the primary action of CAPS 
productions is to direct activation from one wme to another wme, multiplied by a weight. 
Positive weights produce excitatory activation and negative weights inhibitory activation. 
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Finally, the control structure of CAPS is fully parallel, with all instantiations fired on each 
cycle.2

The hybrid nature of CAPS supports graded representations (in that some representa
tions are more active than others), graded processing (in that activation levels are excit
ed or inhibited incrementally over time), and a concurrent control structure. These are 
the necessary characteristics for implementing a soft constraint satisfaction style of infor
mation processing. READER understands language not in a bottom-up fashion, but inter
actively. Orthographic, lexical, syntactic, thematic, and referential representations are 
constructed concurrently. Ambiguity within each level (e.g., given a polysemous word 
form, what is the correct lexical sense?) is reduced by informational constraints between 
levels (e.g., prefer the lexical entry that is more consistent with the current syntactic 
structure). In this way, informational constraints incrementally adjust the activation levels 
of language representations at multiple levels until a coherent understanding emerges.

Another important CAPS model—or rather pair of models—addressed problem solving on 
(p. 52) the Ravens progressive matrices test (hereafter “the Ravens”). This effort con

tributed to the evolution of the CAPS family of architectures, and so it is important to un
derstand its achievements. Cattell’s (1963) theory of intelligence postulates two subfac
tors. Crystallized intelligence consists of all the knowledge and skills a person has 
learned. Fluid intelligence is the ability to solve abstract and novel (i.e., knowledge-inde
pendent) problems. The most prominent measure of fluid intelligence is the Ravens. In 
this test, people view a sequence of visual matrices, induce the hypothetical rules that 
govern their structure, and apply them to infer their missing components. The psychome
tric approach to intelligence and tests like the Ravens belong to differential psychology, 
which focuses on individual differences between people. By contrast, cognitive psycholo
gy belongs to experimental psychology and typically focuses on average performance, re
garding individual differences as noise to be minimized. A few prominent exceptions 
aside, these two approaches have historically had little to say to each other (Cronbach, 
1957).

To bridge this gap, Carpenter, Just, and Shell (1990) conducted an eye-tracking experi
ment of Ravens problem solving, formulated theories of average and superior perfor
mance, and instantiated these theories in two CAPS models. FAIRRAVEN solved Ravens 
problems by proposing multiple rule hypotheses in parallel, consistent with the constraint 
satisfaction processing style of CAPS. This approach worked well for easier problems but 
not for harder problems requiring the coordination of multiple rule hypotheses. Carpen
ter et al. (1990) proposed that the key individual difference in Ravens problem solving is 
the ability to exert executive control. BETTERRAVEN augmented FAIRRAVEN with a 
handful of productions that serialized problem solving through the articulation of goals in 
working memory. The proposal that individual differences in cognitive information pro
cessing can be understood as individual differences in executive control and working 
memory was an important bridge between differential and experimental psychology. It 
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was also an important force in the development of the next member of the CAPS family of 
architectures.

3CAPS (1992–1999)

The CAPS architecture supports models that enforce informational constraints between 
representations. To this, the 3CAPS (Capacity-Constrained CAPS) architecture adds sup
port for modeling resource constraints on cognitive information processing.3

Development of 3CAPS was spurred by experiments by Just and Carpenter in the late 
1980s on individual differences in sentence comprehension (Carpenter & Just, 1989; King 
& Just, 1991; MacDonald, Just, & Carpenter, 1992). Why do some people have difficulty 
understanding complex syntactic constructions? Why do some people have difficulty un
derstanding sentences that are temporarily ambiguous? As with Ravens, this research 
brought the question of individual differences to the forefront of cognitive science. The 
findings showed that individual differences in working memory capacity predicted read
ing time profiles on structurally complex sentences, peaking when readers had to main
tain and process multiple unattached noun phrases, and predicted reading time profiles 
on temporarily ambiguous sentences, peaking when readers had to maintain and process 
multiple interpretations.

Under the direction of Just and Carpenter, Varma added a capacity constraint to the work
ing memory of CAPS, producing a transitional architecture that was internally designated 
CAPS89 (Varma, 1990). This mechanism constrained the total activation available for 
storage and processing of representations. More precisely, at the end of each cycle, the 
storage demand was computed by summing the activations of all wmes. The processing 
demand was computed by summing all activations being directed by firing the action 
sides of all instantiations. The total demand was the sum of the storage and processing 
demands. If the total demand exceeded the capacity, then all storage and processing de
mands were scaled back proportionately so that the total allocated activation was equal 
to the capacity. That is, the activation of each wme in working memory was scaled back, 
as was each new direction of activation.

When performing a relatively easy task, the total demand does not exceed the capacity, 
and cognitive information processing in 3CAPS proceeds as in CAPS. However, when per
forming a relatively difficult task, the total demand can exceed the capacity, especially at 
the most difficult points. When this happens, the activation levels of wmes are scaled 
back. If this occurs over multiple cycles, then wme activations will fall below the thresh
old to participate in processing. This is a kind of “forgetting by displacement.” Another 
consequence of the total demand exceeding the capacity is that the activations directed 
by firing instantiations are also scaled back. This increases the time required to activate 
new wmes above (p. 53) threshold, slowing processing. These dynamics have implications 
for individual differences in working memory capacity, which are simulated by varying the 
activation capacity of the system. Lower capacities result in critical wmes being displaced 
from working memory, leading to errors, and also result in slower processing.
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A number of important models were written in 3CAPS. First among these is CC READER 
(Just & Carpenter, 1992; Just & Varma, 2002). Contrary to what its name suggests, it is 
not a reimplementation of the original READER model. Rather, it is a capacity-con
strained model of sentence comprehension, performing lexical, syntactic, and thematic 
processing. CC READER can comprehend a range of sentence types. It takes a parallel 
approach to ambiguity, constructing all possible interpretations until there is sufficient in
formation to disambiguate processing and identify a single interpretation. In this, it is 
consistent with the constraint satisfaction processing style of the CAPS family.

CC READER updated a classic proposal in psycholinguistics: that the gap between lin
guistic competence (i.e., knowledge of language) and linguistic performance (i.e., how 
that knowledge is applied during comprehension and production) is explained by limita
tions of cognitive information processing, including the number of “slots” in short-term 
memory for storing intermediate phrase markers during parsing. CC READER replaced 
the older construct of short-term memory, which emphasizes only storage, with the newer 
construct of working memory, which postulates a joint constraint on storage and process
ing (Baddeley & Hitch, 1974; Daneman & Carpenter, 1980). 3CAPS was the first formal 
account of working memory, and CC READER the first formal psycholinguistic account of 
how working memory limitations degrade linguistic competence to linguistic perfor
mance.

3CAPS enabled cognitive scientists to move beyond Navon’s (1984) influential critique of 
resource constraints as a “theoretical soup stone”; that is, a vacuous theoretical con
struct supplying no explanatory power. It rendered this critique moot by formalizing re
source constraints within a broader architectural account of cognitive information pro
cessing. This mechanism was subsequently taken up by ACT-R (Anderson, Reder, & 
Lebiere, 1996), where it was implemented more narrowly as a constraint on the activa
tion emanating from goal wmes. To take another example, Byrne (1998) developed the 
SPAN architecture that posited that the limiting mechanism in working memory was not 
resources, but processing speed (e.g., Salthouse, 1996).

There were several commentaries on 3CAPS and CC READER offering smaller scale, al
ternative accounts of a few of the phenomena that these models explained. Waters and 
Caplan (1996) argued that there were in fact two separate working memory limitations on 
sentence comprehension, one on “obligatory” verbal processing and the other on “con
trolled” verbal processing. Leaving aside the details of their proposal, 3CAPS was in fact 
neutral on the question of whether working memory was a unitary or fractionated con
struct. In fact, it provided a facility for defining multiple working memories and specify
ing the resources of each independently. This capability was included in 3CAPS to ac
count for findings on the existence of separable verbal and spatial components of working 
memory and intelligence. MacDonald and Christiansen (2002) argued that individual dif
ferences in sentence comprehension were driven not by resource differences but by expe
rience differences and produced a toy connectionist model of one of the findings regard
ing structurally complex sentences that CC READER explained. Their approach was nev
er developed into a full-fledged account of the full range of data for which CC READER 
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accounted, nor were its flaws ever addressed (Caplan & Waters, 2002; Just & Varma, 
2002).

A number of important 3CAPS models were developed during the 1990s. The 3CI model, 
an implementation of the construction-integration model of discourse comprehension 
(Kintsch, 1988) within 3CAPS, provided a better account of the empirical data when the 
short-term memory of CI was replaced with the working memory of 3CAPS (Goldman & 
Varma, 1995; Goldman, Varma, & Cȏté, 1996). A 3CAPS model of Tower of Hanoi (TOH) 
problem solving accounted for individual differences in performance as a function of indi
vidual differences in working memory capacity for maintaining goals (Just, Carpenter, & 
Hemphill, 1996). 3CAPS was also the basis for several models of human–computer inter
action (Byrne & Bovair, 1997; Huguenard, Lerch, Junker, Patz, & Kass, 1997).

The original implementation of 3CAPS, called CAPS89, was programmed in Maclisp, a dy
ing dialect of the Lisp programming language that made it difficult to distribute the archi
tecture to other researchers. For this reason, in 1992, 3CAPS was reimplemented in Com
mon Lisp, the ANSI standard version of the Lisp language.4 This implementation (p. 54)

adopted the syntax of OPS5 (Forgy, 1982), allowing researchers to learn the symbolic as
pect of the architecture through tutorials on OPS5 (Brownston, Farrell, Kant, Martin, 
1985; Cooper & Wogrin, 1988). Learning the connectionist aspect required reading one of 
several short, unpublished manuals (Thibadeau, 1982; Varma, 1990; 1992). In 1995, Henk 
Haarmann wrote a comprehensive tutorial manual for 3CAPS. The value of this tutorial, 
and of Haarmann’s community-building efforts more generally, was demonstrated by the 
success of 3CAPS workshops held in 1995 in Pittsburgh and 1996 in Boulder. Each at
tracted 20–30 attendees from across the country and the world. These workshops were 
led by Haarmann, and the guest speakers included Just, Carpenter, Varma, and Michael 
Byrne.

As a harbinger of what was to come, by the late 1990s, researchers began applying 
3CAPS to model neuropsychological data, specifically the cognitive impairments that fol
low brain lesions. Connectionist models simulated lesions by deleting a random set of 
connections between units. By contrast, 3CAPS models simulated lesions by drastically 
reducing the available resources. This had the effect of introducing errors (because the 
activation levels of wmes were scaled back and ultimately displaced from working memo
ry) and slowing processing (because productions required additional cycles to activate 
wmes). Using this approach, Haarmann, Just, and Carpenter (1997) modeled the canoni
cal impairment observed in agrammatic aphasia: declining comprehension accuracy with 
increasing syntactic complexity (Caplan, Baker, & Dehaut, 1985). Goel, Pullara, and Graf
man (2001) similarly reduced working memory resources to model the impaired TOH 
problem solving of patients with frontal lesions, specifically their larger deviations from 
optimality and longer solution times compared to normal controls and patients with non
frontal lesions.
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The 4CAPS Cognitive Neuroarchitecture (1999– 
Present)
Can we measure and model the intensity of thought? 4CAPS has its origins in Just and 
Carpenter’s investigations of the mid-1990s into what it means to think hard. Their initial 
attempts followed-up on an old proposal of Kahneman’s (1973) that pupil diameter is an 
online measure of processing intensity. They initially conceptualized intensity as the ratio 
of one’s resource demand to one’s resource supply (Just & Carpenter, 1993). This has two 
interesting properties. First, the more difficult a task, and therefore the greater the re
source demands, the greater the intensity of thought. The second property concerned in
dividual differences: the smaller one’s resource capacity, the harder he or she has to 
think when performing a task.

The rise of functional magnetic resonance imaging (fMRI) shortly thereafter provided a 
more direct way to measure processing intensity and reoriented Just and Carpenter’s re
search agenda toward cognitive neuroscience. Recall that 3CAPS had previously been ap
plied to neuropsychological data. By drastically reducing the resource supply, 3CAPS 
models were able to account for the impaired sentence comprehension that followed le
sions to Broca’s area and the impaired TOH problem solving that followed lesions to the 
frontal lobe. However, this approach suffers from two problems. First, it does not extend 
to modeling brain activation as measured by fMRI and positron emission tomography 
(PET). Second, it makes the localist assumption that cognitive constructs (i.e., working 
memory resources) map to brain areas (e.g., Broca’s area) in a one-to-one manner. How
ever, this assumption is almost certainly incorrect. As earlier lesion studies (Luria, 1966; 
Mesulam, 1990) and contemporary imaging studies (Just, Carpenter, Keller, Eddy, & Thul
born, 1996) reveal, cognition is the product of a network of interacting brain areas, the 
membership and topology of which change dynamically as a function of task demands. 
The next member of the CAPS family of architectures, 4CAPS, addresses these problems.

At the time Just and Carpenter were beginning to measure the intensity of thought using 
fMRI, Varma had been independently investigating the implementation of multiple work
ing memories in a new system termed the object-oriented production system interpreter 
(OOPSI). OOPSI permitted the definition of multiple production system models, each with 
its own resource supply, which interacted to perform cognitive tasks. To evaluate the 
compatibility of these research projects, Varma spent May 1997 in Pittsburgh in discus
sions with Just and Carpenter. The result was a set of operating principles defining a new 
style of cortical information processing. An initial attempt to imbue OOPSI with these 
principles was successful, resulting in the first version of the 4CAPS (Cortical 3CAPS) ar
chitecture. Over the next 2 years, they co-articulated 4CAPS and a model of sentence 
comprehension, refining the operating principles into a minimal set that was sufficient for 
accounting for the behavioral and brain imaging data for one complex task.

(p. 55) 4CAPS is a cognitive neuroarchitecture. It accounts for behavioral and brain imag
ing data collected from a range of individuals—normal adults, patients with brain lesions, 
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people with autism, and so on. Like its predecessors, it is a hybrid symbolic-connectionist 
architecture that highlights the role of informational and resource constraints on cogni
tive information processing. Its new claims concern cortical information processing. Cog
nition is understood as the emergent product of multiple collaborating brain areas, and 
information processing is profoundly shaped by resource constraints. In more detail, the 
cortex consists of a set of interconnected areas, each with its own functional specializa
tions. There are resource limitations on computation within individual brain areas and on 

communication between brain areas. Cortical information processing can be understood 
as optimally distributing responsibility for performing requisite functions across brain ar
eas such that computational and communicative resource demands are minimized while 
cognitive throughput is maximized. This proposal is articulated in later sections; the read
er interested in more details is referred to Just and Varma (2007).

Centers and Cognitive Functions

A 4CAPS model consists of a set of centers, each corresponding to a cortical area (i.e., a 
gyrus or sulcus). Each center is a hybrid symbolic-connectionist computational system— 

essentially an encapsulated 3CAPS production system. With respect to the symbolic side, 
representations are encoded as wmes and processes as productions. The activation dy
namics—the activation levels of wmes and the constraint on total activation—work simi
larly to CAPS and 3CAPS, although the actual algorithms are different, as described later. 
Denote the number of centers by M.

A 4CAPS model performs a cognitive task such as sentence comprehension or problem 
solving. Each task can be decomposed into a set of cognitive functions (or, more simply, 
“functions”). A function is a convenient abstraction for the set of wmes and productions 
that together implement a cognitively interesting operation such as parsing the syntax of 
a sentence or maintaining a goal stack. Denote the number of functions by N.

This raises the question of how functions are mapped to centers. Several mappings are 
possible. Modularity proposes a one-to-one mapping: each function is implemented by ex
actly one center, and each center implements exactly one function. This extreme form of 
localism is assumed, for example, by the Wernicke-Geschwind model of language under
standing (Geschwind, 1970) and by the ACT-R architecture (Anderson, 2007). Equipoten
tiality, by contrast, proposes an N-to-M mapping, with every function implemented by 
every center (and vice versa). This assumption is exemplified by Lashley’s (1950) notion 
of mass action and by connectionist architectures (Rumelhart & McClelland, 1986). 
4CAPS proposes a third mapping, one intermediate between modularity and equipoten
tiality: centers are multiply and gradedly specialized for functions. Each center can per
form multiple functions, some more efficiently than others. Conversely, each function can 
be performed by multiple centers, although some are more efficient than others. More 
precisely, the specialization of center i for function j is denoted S ∈[1,∞). This is the 
amount of resources required to perform one unit of the function. Perfect specialization is 
indicated by the value 1, lesser specializations are indicated by larger values, and a com
plete inability of center i to perform function j is indicated by the value ∞ (because re

ij
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sources are limited, as we will see below). If the units of function j performed by center i 
are denoted A , then the resource demand of function j on center i is A  × S , and the total 
resource demand on center i is:

We specify how the A  are computed below.

Resource Constraints on Computation and Communication

4CAPS inherits from 3CAPS a focus on resource constraints. Because it is a neuroarchi
tecture rather than an architecture, these constraints are enforced at the cortical level 
rather than the cognitive level. There are two sets of resource constraints. There are re
source constraints on computation within centers. Each center possess a finite supply of 
resources—of activation, as in 3CAPS—for fueling storage and processing. This reflects a 
fundamental biological limitation on the energetic resources (e.g., glucose) available in 
each brain area—an upper bound on what the vascular system can supply. Denote the re
source capacity of center i as C . The following computational constraint is enforced at all 
times:

This mandates that the resource demand on a center cannot exceed its resource supply.

(p. 56) There are also resource constraints on communication between centers. Perform
ing a task recruits a network of centers with relevant functional specializations. These 
centers collaborate through the sharing of wme representations. This sharing across a 
network is implemented by the white-matter tracts that connect brain areas. There are 
bandwidth limitations on this communication that reflect the integrity of the underlying 
white-matter tracts. Rather than modeling the communication network on a point-to-point 
basis, 4CAPS posits constraints on the joint resource consumption of multiple collaborat
ing centers. For ease of exposition, we assume a joint resource constraint on the resource 
consumption of all centers:

This ensures that resource consumption across all centers cannot exceed the entire corti
cal supply, denoted C . The number of such intercenter constraints, and the centers 
constrained by each, are empirical matters (Just & Varma, 2007).

ij ij ij

ij

i

(1)

(2)

CORTEX
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Collaborative Processing

Performing a task requires executing a set of functions. The set is partially ordered by in
formational dependencies between the functions (i.e., when an output of one is an input 
of another). This recruits a network of centers with relevant functional specializations. 
Two factors determine the participation level of a particular center at a particular point in 
time. The first is whether the center is specialized for the functions pending execution: 
the better its specializations, the greater the likelihood of participation. The second is 
whether the center possesses free resources to fuel the execution of pending functions: 
the more free resources, the greater the likelihood of participation. As the functional de
mands of task performance change over time, the cortical network configures and recon
figures itself, shifting computation efficiently between centers.

These dynamics can be formalized as follows. At each point during task performance, 
there exists an agenda of functions to be performed, determined by hybrid symbolic-con
nectionist information processing within individual centers. The assignment problem is 
how to allocate the resources of centers to perform the functions in a way that minimizes 
overall resource consumption while maximizing cognitive throughput. This amounts to 
computing the A , which denote the amount of function j performed by (i.e., assigned to) 
center i. This is done through constraint satisfaction.

More precisely, there are three sets of constraints on the A . First, there are M 

intracenter constraints, one for center i, stipulating that the computational demand on 
the center’s resources does not exceed its resource supply C ; these are shown in Equa
tion (1). Second, there are intercenter constraints that stipulate that the communication 
demand does not exceed bandwidth limitations; these are shown in Equation (2). Third, 
there are N constraints, one for each function j, stipulating that as much of the resource 
demand for the function as possible, denoted R , is satisfied by the resource supplies of 
the various centers:

Many assignments satisfy constraints (1), (2), and (3), such as A = 0 for all i and j. To se
lect among them, we define a measure of the goodness of an assignment. This objective 
function is a linear combination of the A :

Setting the weights as W = 1/S  ensures that the objective function will be maximized 
when functions are assigned to the centers that are most specialized for them.

ij

ij

i

j

(3)

ij

ij

(4)

ij ij
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The constraints (1), (2), and (3) and the objective function (4) define a linear program
ming (LP) problem. The proposal is that the brain effectively solves such an LP problem 
at each point in time, assigning functions to brain areas. 4CAPS solves the assignment LP 
problem using the simplex algorithm (Dantzig & Thapa, 1997). The resulting assignment 
has two important properties. First, it respects resource constraints on cortical computa
tion and communication. Second, it minimizes overall resource consumption by assigning 
cognitive functions to the centers most specialized for their performance, all other things 
being equal. As a result, it maximizes the throughput of cortical information processing. 
We return to the question of whether resource allocation in 4CAPS is too optimal when 
considering limitations and directions for future research.

Capacity Utilization

One goal of the 4CAPS neuroarchitecture is to formalize the intensity of thought, another 
to account (p. 57) for fMRI data. Both are achieved by defining the capacity utilization of 
center i, denoted CU , as follows.

The CU of a center—the proportion of its resource supply currently being used to fuel ex
ecution of cognitive functions—is an index of how hard it is working. The key linking as
sumption is that the CU of a center predicts activation in the corresponding brain area as 
measured by fMRI and related methodologies. This is a conceptually coherent hypothesis 
because the fMRI signal reflects how hard a brain area is working, specifically the vascu
lar response to the expenditure of bioenergetic resources (Logothetis, 2003).

4CAPS models can account for the results of fMRI studies that employ block designs. In 
these studies, participants process sets of similar stimuli. The average activation in a 
brain area while processing a set of similar stimuli is predicted by the average CU in the 
corresponding model center when processing the same set.

4CAPS models also account for the results of event-related fMRI studies, where multiple 
volumes are acquired during the processing of each stimulus, generating an activation 
time series for each brain area. Note that fMRI does not measure neural computation di
rectly, but rather the vascular system’s response to neural computation. The hemodynam
ic response is sluggish—delayed and then distributed in time. It can be approximated by a 
γ function with a fixed delay δ (Aguirre, Zarahn, & D’Esposito, 1998; Boynton, Engel, 
Glover, & Heeger, 1996).

i
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We adopt this approximation of the hemodynamic response function and published para
meter estimates (δ = 2.5, τ = 1.25, n = 3). Event-related data are predicted by first sam
pling the CU of a center at the same frequency with which brain volumes are acquired 
(e.g., one image every second) to generate a CU (t) time series. This is a moment-to-mo
ment prediction of neural computation. This is then convolved with the hemodynamic re
sponse function h(t) to generate a predicted activation time series:

The predicted activation time series of a center predicts the observed activation time se
ries in the corresponding brain area.

4CAPS models account for other neuroscience measures. A lesion to a brain area can be 
simulated by drastically reducing the resource supply of the corresponding center. The in
creasing error rates and slower performance that follow can be compared to the behav
ioral impairments exhibited by patients. In addition, 4CAPS will dynamically reassign the 
execution of functions formerly performed by the lesioned center to other centers with 
lesser specializations but possessing sufficient resources, a prediction that can be evalu
ated against fMRI data from patients. To take another example, the negative impacts of 
reduced white-matter tract integrity in autism and dyslexia can be simulated by reducing 
the communication bandwidth between centers. We will see examples of these applica
tions to neuropsychological data later.

4CAPS Models: The Dynamics of Cortical Infor
mation Processing
4CAPS models have been constructed for a range of cognitive domains, demonstrating 
the generality of the neuroarchitecture. Like their CAPS and 3CAPS predecessors, they 
account for behavioral data—response times and error rates—collected from typical 
adults and patients with brain lesions. Their novel contribution is in accounting for brain 
activation and functional connectivity data collected from these and other populations.

Although 4CAPS models necessarily make proposals about the localization of cognitive 
functions to brain areas, these proposals are not the focus of this section. Rather, it is to 
illustrate how the operating principles embodied in 4CAPS explain the dynamics of corti
cal information processing. We articulate four dynamic patterns here and illustrate them 
with model simulations. The patterns are not assumptions engineered into 4CAPS, but 
rather consequences of its operating principles.

Parametric Response to Increasing Computational Demands

The first dynamic pattern exhibited by 4CAPS models is that with increasing task difficul
ty comes increased CUs in the centers most specialized for the cognitive functions to be 

i
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Fig. 3.1  Parametric response to increasing computa
tional demands. (A) Example Tower of London (TOL) 
problem. The task is to transform the start state into 
the end state by repeatedly moving one ball from the 
top of one pocket to the top of another. (B) As the 
number of moves required to solve a problem in
creases, so does activation in bilateral prefrontal cor
tex and left parietal cortex (Newman et al., 2003). 
(C) The capacity utilizations of the corresponding 
centers of the 4CAPS model display the same dynam
ic pattern. The correlation between human and mod
el performance across the 12 points of comparison— 
four brain areas by three difficulty levels—is 0.96 (p 
< .01).

performed. This is a simple consequence of the fact that more difficult tasks make greater 
resource demands and the definition of CU as the ratio of resource demands to resource 
supply. (p. 58)

Parametric response is seen in the 4CAPS model of Tower of London (TOL) problem solv
ing (Newman, Carpenter, Varma, & Just, 2003). An example TOL problem is shown in Fig
ure 3.1A. The task is to transform the start state into the end state by moving one ball at 
a time from the top of one pocket to the top of another pocket. Difficult problems cannot 
be solved from perceptual problem solving alone (i.e., by directly moving balls to their lo
cations in the end state). They additionally require strategic problem solving (i.e., formu
lating plans for clearing blocking balls so that deeply buried balls can be moved). Patients 
with frontal lesions can solve simple TOL problems but not difficult ones, suggesting that 
the frontal lobes are neural correlates of strategic problem solving (Shallice, 1982). More 
recently, fMRI studies have investigated the neural correlates of TOL problem solving in 
typical adults. Newman et al. (2003) had participants solve blocks of problems of increas
ing difficulty. Activation was measured in two regions of interest (ROIs) for perceptual 
problem solving, left and right intraparietal sulcus (IPS) and superior parietal lobule 
(SPL), and two ROIs for strategic problem solving, left and right dorsolateral prefrontal 
cortex (DLPFC). Increasing activation with increasing block difficulty was found in all re
gions except right parietal cortex (see Figure 3.1B).

Newman et al. (2003) constructed a 4CAPS model of TOL problem solving. They first de
fined a general model of frontoparietal interaction. Two Executive centers are important 
for strategic problem solving. RH-Executive corresponds to right DLPFC and is special
ized for proposing goals (i.e., formulating plans) when perceptual problem solving falters 
and for proposing strategic operators that achieve these goals. LH-Executive corresponds 
to left DLPFC and is specialized for applying heuristics to choose among proposed opera
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tors (e.g., prefer those that achieve goals over those that do not). Two Spatial centers are 
important for perceptual problem solving. Corresponding to right IPS/SPL is RH-Spatial, 
which is specialized for proposing perceptual operators that increase the similarity be
tween the current state and the ending state. Corresponding to left IPS/SPL is LH-Spa
tial, which is specialized for applying the operator selected by LH-Executive to the cur
rent state to generate the next state. Newman et al. (2003) instantiated the frontoparietal 
model for the domain of TOL problem solving by instantiating states as puzzle configura
tions, operators as ball movements, and so on. The TOL model solved the same problems 
used in the fMRI study. The CUs of its four centers are shown in Figure 3.1C. All but RH- 
Spatial show a parametric response with block difficulty, mirroring the activations ob
served in the corresponding brain areas.

The parametric relation between task difficulty and brain activation can also be observed 
on a moment-to-moment basis. Mason, Just, Keller, and Carpenter (2003) conducted an 
event-related fMRI experiment in which participants read sentences that varied in diffi
culty on two dimensions: whether they contained one or two clauses and whether they 
were unambiguous or ambiguous. Immediately after reading each sentence, they an
swered a question to test their comprehension. Prior research has shown that two-clause 
sentences are more difficult than one-clause sentences and that ambiguous sentences 

(p. 59) are more difficult than unambiguous sentence (MacDonald et al., 1992). These 
were behavioral experiments, and difficulty was reflected in slower reading times. The 
novel prediction of the fMRI experiment was that more difficult sentences would elicit 
greater activation in two key components of the language network, Wernicke’s area (left 
posterior superior temporal gyrus; pSTG) and Broca’s area (left inferior frontal gyrus; 
IFG). Figure 3.2A shows the observed activation time series for left pSTG, with images ac
quired every 1.5 seconds. The prediction was corroborated, with the highest activations 
observed for the notoriously difficult two-clause, ambiguous (“reduced relative”) sen
tence. (The predictions also held for left IFG, not shown.)
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Fig. 3.2  Parametric response to increasing computa
tional demands as revealed by event-related func
tional magnetic resonance imaging (fMRI). (A) As 
sentence difficulty (i.e., number of clauses and pres
ence of ambiguity) increases, so does activation in 
Wernicke’s area (left posterior superior temporal 
gyrus [L. pSTG]) on a moment-to-moment basis (Ma
son et al., 2003). (B) Capacity utilization in the corre
sponding Associate center of the 4CAPS model shows 
the same dynamic pattern when sampled at the same 
rate (one image every 1.5 seconds). The correlation 
between human and model performance across the 
64 points of comparison—four sentence types by 16 
images—is 0.86 (p < .01).

Just and Varma (2007; Varma & Just, in preparation) developed a 4CAPS model capable of 
accounting for these and other findings on sentence comprehension. It consists of centers 
corresponding to left pSTG, left IFG, and their right-hemisphere homologs. The functional 
specializations of these centers were assigned based on prior neuropsychological and 
neuroimaging studies. The Associate center, which corresponds to left pSTG, is special
ized for combining existing language representations (e.g., phrases) into designs for new, 
superordinate language representations (e.g., clauses). The Structure center, which cor
responds to left IFG, is specialized for manufacturing structured language representa
tions from these associative designs. The analysis of language processing into associative 
design and structured manufacturing functions and the assignment of these functions to 
left pSTG and left IFG, respectively, is a novel proposal of the 4CAPS model. Another nov
el proposal is that the right-hemisphere homologs of these areas, mapping to the RH-As
sociate and RH-Structure centers, are also specialized for the associative design and 
structured manufacturing functions, respectively, but to a lesser degree.

The model was run on the same sentences used in the Mason et al. (2003) study. The CU 

time series of each center was computed for each sentence type, and each was convolved 
with the hemodynamic response function to yield a predicted fMRI time series. Those for 
the Associate center are shown in Figure 3.2B. The model provides a good account of the 
data. Critically, the predicted fMRI time series shows the same relative ordering as the 
observed fMRI time series, with increasing sentence difficulty (i.e., multiple clauses, pres
ence of ambiguity) producing higher average and peak activations.
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Fig. 3.3  Dynamic spillover. (A) Sentences of increas
ing structural complexity. (B) As structural complexi
ty increases, so does the activation in classic left- 
hemisphere language areas—Wernicke’s area (left 
posterior superior temporal gyrus [L. pSTG]) and 
Broca’s area (left inferior frontal gyrus [L. IFG])— 
precipitating dynamic spillover of activation to their 
right-hemisphere homologs (Just et al., 1996). (C) 
The capacity utilizations of the corresponding cen
ters of the 4CAPS model exhibit the same dynamic 
pattern. The correlation between human and model 
performance across the 12 points of comparison— 
four brain areas by three sentence types—is 0.98 (p 
< .01).

Dynamic Spillover

The second dynamic pattern exhibited by 4CAPS models is a sequelae of the first. As task 
difficulty increases, so do the resource demands on centers that are well specialized for 
the cognitive functions to be performed—this is the first pattern. When the task is suffi
ciently difficult, the resource demands will exceed the resource supplies of well-special
ized centers, and processing will spill over to centers that are less specialized for the 
functions to be performed but which possess spare resources. Spillover is dynamic and on 
an as-needed basis: when the most difficult aspect of a task has been completed and re
source demands have eased to the point where the resource supplies of well-specialized 
centers are again sufficient, then processing will migrate back to them. (p. 60)

Just et al. (1996) documented dynamic spillover in an fMRI study in which adults read 
sentences of increasing structural complexity:

• conjoined actives: [The senator attacked the reporter] [and admitted the error].

• subject-relative: [The senator [that attacked the reporter] admitted the error].

• object-relative: [The senator [that the reporter attacked] admitted the error].

The conjoined actives sentence concatenates two clauses. It makes relatively light re
source demands because processing of the first clause finishes before processing of the 
second clause begins. By contrast, the subject-relative sentence embeds one clause inside 
the other. This makes heavier resource demands because processing of the first clause is 
interrupted, and its partial products (i.e., its subject the senator) must be maintained 
while the second clause is processed so that they are available when processing of the 
first clause resumes. The object-relative sentence is more complex still because, in addi
tion, the partial products of the second clause (i.e., the subject the reporter and object the 
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senator) must be maintained for longer until the verb attacked is finally encountered and 
its grammatical and thematic relations can be computed.

Just et al. (1996) found increasing activation in left pSTG and left IFG with increasing 
structural complexity (see Figure 3.3B). This is the first dynamic pattern. Critically, they 
also found increasing activation in right pSTG and right IFG. This is the second dynamic 
pattern—the spillover of excess processing from well-specialized left-hemisphere lan
guage areas with insufficient resources to their less-specialized right-hemisphere ho
mologs possessing spare resources. Just, Carpenter, and Varma (1999) simulated these 
data using the 4CAPS model of sentence comprehension (see Figure 3.3C). They found in
creasing CUs in the Associate and Structure centers with increasing structural complexi
ty, consistent with the first dynamic pattern. Critically, they also found increasing CUs in 
the RH-Associate and RH-Structure centers with increasing structural complexity. This re
flects increasing spillover of excess resource demands for processing embedded clauses 
and maintaining subjects and objects deeper into relative clauses.

Contralateral Takeover

The third pattern, contralateral takeover, can be understood as a variant of the second 
pattern, dynamic spillover, operating over a longer time scale. A phenomenon observed in 
patients with stroke-induced lesions is that the cognitive functions previously performed 
by a damaged area shift permanently to the homologous area in the contralateral hemi
sphere (Finger, Buckner, & Buckingham, 2003). The damage can be viewed as a drastic 
reduction in the available resource supply. Without adequate resources, the area will not 
be able to perform the functions for which it is specialized, and other areas specialized 
for the same functions, albeit less so, will be recruited into the large-scale network on a 
more-or-less permanent basis. Contralateral takeover follows from the resource allocation 
algorithms embedded in 4CAPS. Specifically, when the resources of centers well special
ized for the execution of cognitive functions are drastically reduced, (p. 61) processing 
spills over to less-specialized centers with available resources, increasing their CUs.
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Fig. 3.4  Contralateral takeover. (A) Activation in 
Broca’s area (left inferior frontal gyrus [L. IFG]), 
Wernicke’s area (left posterior superior temporal 
gyrus [L. pSTG]), and their right-hemisphere ho
mologs during comprehension of single-clause sen
tences in a patient with a L. IFG lesion (Thulborn et 
al., 1999). (B) Capacity utilizations of the correspond
ing centers of the 4CAPS model following “lesioning” 
of the Structure center by zeroing its resource sup
ply, exhibiting the same dynamic pattern. The corre
lation between human and model performance 
across the four points of comparison is 0.99 (p < . 
01).

Thulborn, Carpenter, and Just (1999) documented contralateral takeover in a patient who 
suffered a stroke that damaged his left IFG. He initially experienced a dense expressive 
aphasia, but recovered much of his language function over the following 6 months. He 
was then imaged while reading simple five- and six-word sentences. The activation ob
served in left IFG, left pSTG, and their right-hemisphere homologs is shown in Figure 

3.4A. He displayed the typical pattern of left-lateralized activation in pSTG. Strikingly, the 
pattern reversed in IFG. This was interpreted as evidence that the processing normally 
performed by the left IFG had been taken over by the undamaged right IFG.

Just and Varma (2007) simulated these data using the 4CAPS model of sentence compre
hension described earlier. They zeroed the resource supply of the Structure center corre
sponding to the damaged left IFG and ran the model on the same sentences the patient 
read. The CUs of the model’s four centers are shown in Figure 3.4B. The model provided 
a good match to the data, displaying left-lateralized activation in pSTG and right-lateral
ized activation in IFG. This was a direct consequence of the 4CAPS resource allocation al
gorithms. The Associate center corresponding to the undamaged left pSTG possessed suf
ficient resources to fuel most of the associative design of new language representations. 
By contrast, the Structure center lacked the resources to manufacture these designs into 
new representations, and thus this cognitive function shifted to the contralateral RH- 
Structure center, which was less specialized for this function but possessed sufficient re
sources.

It should be noted that, like their 3CAPS predecessors, 4CAPS models can account for the 
behavioral deficits caused by brain lesions. For example, Goel and Grafman (1995) had in
tact controls and patients with (left and/or right) frontal lesions solve nine TOH problems 
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Fig. 3.5  CAPS models account for behavioral impair
ments caused by brain lesions. (A) Proportion of Tow
er of Hanoi (TOH) problems solved in 2 minutes by 
intact controls and patients with frontal lesions (Goel 
& Grafman, 1995). (B) Performance of the control 
4CAPS model and one “lesioned” by reducing the re
source supplies of the corresponding Executive cen
ters. The correlation between human and model per
formance across the 18 points of comparison—two 
groups/models by nine problems—is 0.90 (p < .01).

of increasing difficulty. The probability that each problem was solved within 2 minutes for 
each group was computed (see Figure 3.5A). Not surprisingly, solution probabilities were 
lower on more difficult problems. Critically, the frontal patients had lower solution proba
bilities than the intact controls. To address these data, Varma (2006) instantiated the fron
toparietal model described earlier for the domain of TOH problem solving. States were in
stantiated as TOH puzzle configurations and operators as disk movements. Goals and op
erator selection heuristics were specialized to implement the sophisticated perceptual 
strategy typically used by human problem solvers (Simon, 1975). Patient performance 
was simulated by drastically reducing the resource supply of Executive centers corre
sponding to the damaged frontal areas. The solution probabilities for the control and le
sioned models are shown in Figure 3.5B. Reducing the resource supply of RH-Executive 
(corresponding to a right frontal lesion) diminished planning ability, and reducing (p. 62)

the resource supply of LH-Executive (corresponding to a left frontal lesion) diminished 
the efficacy of operator selection. These negative impacts on model performance match 
the impairments observed in the human data.

Dynamic Response to Increasing Communication Demands

The dynamic patterns described thus far are the product of resource constraints on com
putation within individual centers. The final dynamic pattern arises because of resource 
constraints on communication between centers. Specifically, intercenter resource con
straints implement bandwidth limitations on collaborative processing.

Intercenter resource constraints are not normally a factor when performing an individual 
task, such as sentence comprehension, because this recruits a single cortical network. 
However, performing dual tasks—for example, pairing sentence comprehension with men
tal rotation—recruits two cortical networks simultaneously, increasing the communication 
demands between centers to the point at which bandwidth limitations become visible. For 
example, Just, Carpenter, Keller, Emery, Zajac, and Thulborn (2001) had participants per
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form sentence comprehension and mental rotation tasks individually as single tasks and 
concurrently as dual tasks. The sentence comprehension task was to verify auditorily pre
sented sentences as true or false. The mental rotation task was to decide whether two 
three-dimensional block figures were identical to or mirror images of each other. A large 
literature indicates that people perform this task by mentally rotating the figures, at
tempting to bring them into alignment (Shepard & Metzler, 1971). The ROIs were two 
components of the sentence comprehension network, left and right pSTG, and two com
ponents of the spatial reasoning network, left and right SPL. As expected, during single- 
task performance, there was greater pSTG activation during sentence comprehension and 
greater SPL activation during mental rotation (Figure 3.6A). The surprising finding was 

underadditivity during dual-task performance, with the activation in pSTG less than that 
during single-task sentence comprehension and the activation in SPL less than that dur
ing single-task mental rotation task. This is in spite of the fact that behavioral perfor
mance remained high.

Just and Varma (2007) developed a 4CAPS model of these results. They first developed a 
mental rotation model by instantiating the frontoparietal model described earlier in this 
domain. The states, operators, goals, and operator selection heuristics were instantiated 
according to the mental rotation theory of Just and Carpenter (1985). In particular, RH- 
Spatial proposes incremental rotations (i.e., operators) along the x, y, and z axes at each 
step along the rotation path. LH-Spatial generates intermediate figure representations 
(i.e., states) for each step along the rotation path. The greater the angular disparity, the 
more incremental rotations RH-Spatial must propose and the more intermediate figure 
representations LH-Spatial must construct and maintain. The model provides a good ac
count of the behavioral data and the brain imaging data on mental rotation, exhibiting 
longer rotation times and greater Spatial center CUs with greater angular disparity (Car
penter, Just, Keller, Eddy, & Thulborn, 1999; Shepard & Metzler, 1971). (p. 63)
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Fig. 3.6  Dynamic response to increasing communica
tion demands. (A) Activation in Wernicke’s area (left 
posterior superior temporal gyrus [L. pSTG]) and its 
right-hemisphere homolog, and in bilateral parietal 
cortex, when auditory sentence comprehension and 
mental rotation are performed individually, and un
deradditive activation when they are performed si
multaneously (Just et al., 2001). Capacity utilizations 
of the corresponding model centers in (B) the base 
model and (C) the augmented model. Only the aug
mented model, which limits the communication band
width between centers by enforcing a cortex-wide re
source constraint, displays the observed underaddi
tivity. The correlation between human and augment
ed model performance across the six points of com
parison—two brain areas by three conditions—is 0.97 
(p < .01).

They next constructed a family of dual-task models. The base model simply conjoins the 
sentence comprehension and mental rotation models. There were multiple augmented 

models, each enforcing different intercenter constraints. We consider only the simplest 
such model here, which enforced a single bandwidth limitation on all cortical communica
tion, and refer readers to Just and Varma (2007) for information on the other variants. 
The question was whether the bandwidth limitation of the augmented model was neces
sary and sufficient for explaining underadditivity during dual tasking. The summed CUs of 
the left and right Associate centers and the left and right Spatial centers during single- 
tasking and dual-tasking are shown in Figure 3.6B for the base model and Figure 3.6C for 
the augmented model. The augmented model displays the underadditivity observed in the 
human data, demonstrating the sufficiency of intercenter resource constraints, and the 
base model does not, suggesting their necessity.

Conclusion
The CAPS family of architectures has made a number of important contributions to cogni
tive science. CAPS demonstrated the importance of informational constraints on complex 
cognition. 3CAPS added resource constraints to explain limitations on and individual dif
ferences in cognitive information processing. The newest member, 4CAPS is revealing 
how cortical resource constraints shape the dynamics of brain function. These architec
ture have supported models of language understanding, problem solving, intelligence, 
spatial reasoning, human–computer interaction, dual-tasking, and other domains. These 
models explain behavioral and brain imaging data collected from typical adults and neu
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rological patients and have driven empirical and theoretical research within cognitive sci
ence and cognitive neuroscience.

Future Directions
The CAPS family has goals that differ from those of other architectural families, and it 
must be evaluated on its own terms. For example, the CAPS family has never specified 
the computational mechanisms of declarative long-term memory (LTM), unlike the ACT 
family (Anderson, 2007). And although several 3CAPS models of human–computer inter
action have been developed (Byrne & Bovair, 1997; Huguenard et al., 1997), the CAPS 
family has never offered a comprehensive account of perceptual and motor processing, 
unlike EPIC (Meyer & Kieras, 1997). These omissions appear to be limitations, and the 
development of declarative LTM and perceptual and motor centers could be directions for 
future research. However, our priority in the future development of 4CAPS will be driven 
more by the goal of addressing new findings on the neural bases of complex cognition.

Connectivity

No cognitive task, not even the simplest perceptual judgment, is performed by one and 
only one brain area. Every task recruits a network of brain areas that collaborate, ex
changing and co-articulating representations. Communication is key, and just as resource 
constraints shape computation (p. 64) within brain areas, they also shape communication 
between brain areas. 4CAPS currently implements bandwidth limitations on intercenter 
communication as resource constraints on the joint computation of multiple centers. This 
is a useful start, enabling the modeling of underadditivity during dual-tasking, as we saw 
earlier. But it is only a start.
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Fig. 3.7  Connectivity and cortical communication. 
Functional connectivity between bilateral dorsolater
al prefrontal cortex (DLPFC) and bilateral parietal 
cortex during Tower of London (TOL) problem solv
ing is higher in typical controls than in people with 
autism (Just et al., 2007). The 4CAPS model also dis
plays reduced functional connectivity when the com
munication bandwidth between frontal (Executive) 
centers and posterior (Spatial) centers is reduced 
(and the autonomy of posterior centers increased).

An emerging goal of cognitive neuroscience is to map the communication network of the 
brain—the human connectome (Sporns, Tononi, & Kötter, 2005). Early research identified 
the functional connectivity of the brain by looking for correlated activation in different ar
eas, which was interpreted as evidence of collaborative processing (e.g., Diwadkar, Car
penter, & Just, 2000). More recent research is mapping structural connectivity through 
diffusion tensor imaging (DTI) of the white-matter tracts by which brain areas communi
cate. An important goal for future research is to replace the current indirect implementa
tion of intercenter communication with one more closely aligned with the DTI data.

Just, Keller, Malave, Kana, and Varma (2012) took a first step toward this goal in a model 
of TOL problem solving and autism. The underconnectivity theory of autism proposes that 
cognitive impairments in this population are the product of reduced structural connectivi
ty (i.e., less coherent white-matter tracts) between frontal and posterior brain areas (Just, 
Cherkassky, Keller, & Minshew, 2004). Consistent with this theory, when solving TOL 
problems, the functional connectivity between DLPFC and parietal cortex is lower in peo
ple with autism than in neurotypical controls (see Figure 3.7). Just et al. (2012) 
implemented the underconnectivity theory in a 4CAPS model of TOL problem solving in 
autism. They added to the existing 4CAPS TOL model a bandwidth limitation on communi
cation between frontal and posterior centers. Specifically, an intercenter constraint was 
defined on the joint resource consumption of the Executive and Spatial centers.5 As we 
saw earlier, the four centers of the model collaborate extensively during problem solving 
through sharing of state, operator, goal, and operator selection representations. Enforc
ing the intercenter resource constraint disrupted collaborative processing. The result was 
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reduced functional connectivity: lower average correlations between the predicted fMRI 
time series of each pair of Executive and Spatial centers. This closely matched the fMRI 
data (see Figure 3.7).

Although the Just et al. (2012) results are promising, a more general model of constraints 
on communication—of bandwidth limitations on point-to-point connections between cen
ters corresponding to the white-matter tracts that connect brain areas—is required. It is 
possible that bandwidth limitations can be implemented within the current LP frame
work. The transshipment problem is an LP formalization of the problem of transporting 
goods over routes of varying carrying capacities in an optimal manner. A unified account 
of resource constraints on cortical information processing might be possible by formulat
ing resource constraints on intracenter computation as a conventional LP problem, as 
4CAPS currently does, and resource constraints on intercenter communication as a trans
shipment problem.

Optimality

4CAPS formalizes the allocation of cortical resources as an LP problem and computes an 
optimal solution using the simplex algorithm. This is currently done using centralized da
ta structures and algorithms that have an unrealistically global view of cortical resources. 
One area for future research, then, is the development of new resource allocation algo
rithms that are more consistent with the distributed nature of cortical computation. 
These algorithms would specify how centers make local allocation decisions about when 
to accept extra processing from other centers and when to shift extra processing to other 
centers. These decisions (p. 65) would be more myopic, based exclusively on locally avail
able information, and would sometimes be suboptimal at the global level. These algo
rithms might be informed by research on using distributed processing to solve large LP 
problems (Alon & Megiddo, 1994; Lustig & Rothberg, 1996; Maros & Mitra, 2000).

Envoi

Ranging beyond connectivity and optimality, a number of topics at the forefront of con
temporary cognitive science and cognitive neuroscience represent exciting directions for 
future 4CAPS modeling efforts.

There are currently no 4CAPS models of learning. However, the operating principles of 
the neuroarchitecture appear to offer leverage on several important questions in neural 
plasticity:

• Training effects. A frequent outcome of training studies is reduced activation within 
relevant brain areas and increased functional connectivity between them (e.g., Büchel, 
Coull, & Friston, 1999). Can these training effects be modeled by adding learning algo
rithms to 4CAPS to tune the functional specializations of centers with experience?

• Remediation effects. Studies of the remediation of dyslexia and dyscalculia have re
vealed two neural correlates of behavioral improvements: increased activation in for
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merly underactivated areas (e.g., Eden et al., 2004) and increased integrity of white- 
matter tracts (Keller & Just, 2009). Can these remediation effects be captured by the 
same learning algorithms?

More speculatively, it is possible that the 4CAPS formalization of cortical computation 
and communication can be applied to understand the organization of cortex:

• Cortical parcellation. The centers of 4CAPS models correspond roughly to Brodmann 
areas—major sulci and gyri—that were historically defined based on architectonic con
siderations. Can this organization also be mathematically derived, as optimally balanc
ing between the extremes of modularity/localism and equipotentiality/distributedness?

• Cortical connectivity. Cortical areas are connected by white-matter tracts into corti
cal networks. Are the topologies of these networks mathematically optimal, as when 
computer engineers lay out integrated circuits to minimize wire length and thus maxi
mize throughput (Cherniak, Mokhtarzada, Rodriguez-Esteban, & Changizi, 2004)?

• The resting state network. The resting state network consists of those brain areas 
that have high activation levels during rest and low activation levels during task per
formance (e.g., Raichle, 2006). Does the resting state network fall out of 4CAPS mod
els for free, as a default attractor state?

These are interesting question for future research. They demonstrate the continuing, un
reasonable effectiveness of the CAPS family of cognitive architectures for anticipating 
and addressing central questions in cognitive science and cognitive neuroscience.
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Notes:

(1.) The development of CAPS family architectures and models has been generously fund
ed by a number of sources, including (in roughly chronological order) the National Insti
tute of Education, the National Institute of Mental Health, the Sloan Foundation, the Of
fice of Naval Research, the Andrew W. Mellon Foundation, the McDonnell-Pew Program in 
Cognitive Neuroscience, the Air Force Office of Scientific Research, and the Multidiscipli
nary Research Program of the University Research Initiative.

(2.) The activation-based dynamics of CAPS derive in part from XAPS (Rosenbloom, 
1979), a production system interpreter written by Rosenbloom after he left Newell’s 
group and spent 1 year at UCSD during the period when modern connectionism was 
emerging (Rosenbloom, personal communication).

(3.) For further details on the formalization of resource constraints in 3CAPS, see Just and 
Varma (2002).

(4.) This version was internally designated as CLCAPS for a time (Varma, 1992).

(5.) As an adaptation to this bandwidth limitation, they also increased the autonomy of 
the spatial centers.
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